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Phase diagrams of a model diluted fcc magnet with arbitrary spin and modified RKKY
interaction: Influence of external magnetic field and structural short-range order
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A diluted fcc magnet with modified long-range Ruderman—Kittel-Kasuya—Yosida interaction and arbitrary
Ising spin S is considered within a two-sublattice model. The exponential damping for the long-range interac-
tion as well as the nearest-neighbor antiferromagnetic superexchange couplings are taken into account. In the
molecular field approximation, the Gibbs free energy is derived, from which all magnetic thermodynamic
properties can be self-consistently obtained. In particular, the phase diagrams are studied for different magnetic
ion and free charge carrier concentrations, taking into account the atomic short-range-order (Warren—Cowley)
parameter and the external magnetic field. The stability regions of paramagnetic, ferromagnetic, and three
characteristic antiferromagnetic phases are discussed. Moreover, the critical temperature and degree of mag-
netic frustration are evaluated to be dependent on the short-range order.
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I. INTRODUCTION

The magnetic systems, the behavior of which is governed
by the long-range interactions oscillatory in sign, inspire nu-
merous theoretical efforts. The most representative example
is the Ruderman—Kittel-Kasuya—Yosida (RKKY) interaction,
in which the indirect coupling of the localized magnetic mo-
ments is mediated via free carriers, i.e., the electrons or
holes. This mechanism is traditionally associated with spin-
glass models and magnetic ordering in rare-earth metals (see,
for example, Refs. 1 and 2). In the past a decade, a novel
motivation for studying such systems has arisen owing to the
discovery of diluted magnetic semiconductors (DMSs),
which is important from the spintronics point of view.? The
mechanism based on coupling mediated by charge carriers
was suggested as an explanation for ferromagnetism ob-
served in these substances.*

It may be useful to recall very briefly that magnetism in a
celebrated DMS, Ga,_,Mn,As, is an effect of the existence of
spin-5/2 localized magnetic moments introduced by the sub-
stitutional Mn ions, which at the same time serve as accep-
tors. As a consequence, the holes of spin 3/2 appear for a
low dopant concentration residing in a distinct impurity band
which tends to merge with a valence band with increasing
Mn content (for a recent review, see Ref. 5). This is reflected
by the insulator to metal transition, in the progress of which
the bound holes become delocalized. These carriers are re-
sponsible for the exchange interaction between impurity mo-
ments, the phenomenon which yields ferromagnetic ordering
in some range of parameters. The extensive review can be
found in Ref. 6.

A wide interest in studies of DMS is stimulating for in-
vestigations of the prototype models for these systems. One
of the fruitful approaches is based on the RKKY interaction.
In comparison with its ordinary form, several modifications
have been proposed to sketch out the situation in DMS. First
of all, the structural disorder, introduced by the random im-
purity spins, induces localization of the free carriers.”® The
influence of this localization on the long-range RKKY inter-
action can be conveniently described by the exponential
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damping factor,’ which contains the characteristic length
scale connected with the mean free path of the carriers. An-
other feature which should be taken into account is the exis-
tence of the short-ranged superexchange interaction between
magnetic ions. This interaction, being antiferromagnetic in
character, exists in addition to the long-range oscillatory
couplings'® and softens the ferromagnetic indirect interac-
tions.

The conventional RKKY-based model along with the
modifications described above has been discussed in the con-
text of DMS properties'' ¢ and has been subjected to exten-
sive Monte Carlo (MC) studies'” aimed at determining the
phase diagram'3 as well as the critical temperatures'""'? for
the Heisenberg model. The results when compared directly
with experimental data for Ga;_Mn,As (Refs. 11 and 12)
show reasonable agreement. The above mentioned study'?
supports the existence of the ferromagnetic ground state for
this model by means of MC simulations albeit it covers only
a limited range of charge carrier concentration, focusing on
the regime upon which the number of carriers per single
impurity spin was greatly reduced.

On the other hand, the vital importance of disorder itself
in the description of DMS has recently been emphasized by
numerous theoretical works (for a topical review, see Ref. 18
and references therein) and stimulated by the experimental
data showing the great sensitivity of the critical temperature
and magnetic ordering in Ga;_,Mn,As samples to their ther-
mal treatment even though the concentration of magnetic
impurities remains unchanged.'® This suggests that the occu-
pation of the lattice sites by magnetic ions may not be com-
pletely random.

For the case of Ga,;_Mn,As, the effects of magnetic im-
purity clustering on the critical temperature of a model DMS
have been extensively investigated. A recent general study of
the influence of correlated disorder on the DMS properties
was performed by Meilikhov,?® who pointed out that ion
clustering shifts the ferromagnetism stability range toward
lower impurity concentrations and has the same effect on the
position of the Curie temperature maximum. On the other
hand, by means of the MC method, Priour and Das Sarma'#
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found only a weak influence of magnetic ion aggregation on
the phase transition. In contrast, Bouzerar et al.?!' predicted a
noticeable increase in Curie temperature of the clustered im-
purities system for Ga;_,Mn,As and Ga,_ Mn,N. The pres-
ence of clustering in DMS has been supported theoretically,
for example, by the first-principles calculations of various
alloy characteristics performed by Drchal et al.,??
Kudrnovsky et al.,® and Raebiger et al.** Also Berciu and
Bhatt® studied the dependence of the Curie temperature on
the distribution of magnetic dopants, with the outcome that
the truly random positions elevate the critical temperature
relative to the case of ordered ones. On the other hand,
numerous existing works use different approaches to the
clustering in order to show that it decreases the critical tem-
perature in Ga-based DMS.?6-28 The various cluster configu-
rations were also the subject of first-principles calculations®
or density-functional studies.

Obviously, exploring the behavior of three-dimensional
diluted magnetically frustrated systems driven by the long-
range oscillatory interactions constitutes a challenging task,
even if limited to the ground-state properties. The full studies
usually rely on the extensive use of simulations. Various
variants of ab initio methods, yielding the crystalline, elec-
tronic, and magnetic structures, are believed to provide reli-
able estimations of critical temperatures for specific sub-
stances (for example, see Ref. 31). In such a situation,
however, the identification of the influence of selected model
parameters on the overall result requires significant numeri-
cal workload. Here, we see the importance of simplified,
schematic models which could be extensively analyzed, pro-
viding some detailed insight, for instance, into the general
features of the influence of the disorder on the magnetic
properties.

It is also worth mentioning that in the range of very small
dilution, the MC simulations do not detect the possible anti-
ferromagnetic phases which, in principle, can be expected on
the fcc lattice.323* Moreover, the existence of the three char-
acteristic antiferromagnetic phases, in addition to the ferro-
magnetic one, has already been found in the case of the pure
RKKY interaction.’® For the present model, with the impor-
tant modifications of the interaction, i.e., with the damping,
as well as with the nearest-neighbor (NN) antiferromagnetic
superexchange couplings, the existence of all these phases
needs to be reconsidered. It would also be interesting to ex-
plore the properties of the model not only for strong dilution,
but also in some wider concentration range.

Second, the behavior of the model under the influence of
an external field should be studied from the very beginning.
As far as we know, the external field is seldom taken into
account together with the RKKY interaction because the
physical situation then becomes more complex. In such a
case, not only the localized spins but also the spins of the
carriers are influenced by the field, which leads to the addi-
tional polarization of both interacting subsystems. However,
as it has been recently shown,¢ the influence of the external
field can be conveniently introduced into the RKKY Hamil-
tonian by means of the effective gyromagnetic factor appear-
ing in the Zeeman-like term. Such an improvement makes it
possible to study the nonzero field phase diagrams, including
all the modifications of the RKKY interaction discussed
above.
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We select an Ising-like Hamiltonian for our model system.
Such a choice has the advantage of enabling one to obtain
the exact ground-state results (in the numerical meaning,
since no analytic formulas could be derived for the phase
boundaries) without resorting to Monte Carlo methods. In
this way, the importance of specific parameters becomes
more transparent. We are convinced that the model reflects
some of the essential ingredients of the physical situation in
DMS, sketched out by the modified RKKY interaction we
use. However, at the cost of simplifying the physical picture,
we do not expect our model to provide any complete or
accurate description directly comparable with the experimen-
tal data for a particular material.

Our aim is thus to analyze a model of a diluted magnet
with modified RKKY interaction, focusing on the importance
of external magnetic field and structural correlations in the
distribution of magnetic moments on the lattice. We improve
the virtual crystal approximation by taking into consideration
the correlations of pairs, and we study its effect on the mag-
netic ground-state phase diagrams as well as the critical tem-
perature. Moreover, we introduce a measure of magnetic
frustration and discuss its sensitivity to structural correla-
tions.

The paper is organized as follows: In Sec. II, the theoret-
ical model is described in detail by a statistical-
thermodynamical method. In particular, the analytical ex-
pressions for the Gibbs energy (in external magnetic field)
and the phase transition temperature are derived. On this
basis, the numerical calculations are carried out in Sec. III
and the results are extensively presented in the figures. A
recently developed approach®” of numerical summation over
an arbitrary large number of coordination zones is adopted.
The discussion of the results in Sec. III is focused on the
influence of configurational short-range order and external
magnetic field on the magnetic phase diagrams. Moreover,
the issue of magnetic frustration is addressed. Finally, in Sec.
IV, some conclusions are drawn. The Appendix contains a
method of configurational averaging in the pair approxima-
tion.

II. THEORETICAL MODEL

We consider the Ising-type Hamiltonian on the diluted fcc
lattice containing an antiferromagnetic NN interaction as
well as the long-range indirect interaction of the RKKY kind.
In order to describe various antiferromagnetic structures, a
model of two interpenetrating sublattices (a,b) is adopted.
The Hamiltonian can be written in the following form:

H== 2 TEESiS] — 2 J,E4S7S] - 2 1 ££STS]
(i) (is) Gisf)

~h2 &S]~ h2 ES]. (1)

where S7'=-S,...,+S is the Ising spin of arbitrary magni-
tude § situated in ith lattice site and belonging to the sublat-
tice @ (a=a,b). In Eq. (1), h=—g*"upH* corresponds to the
external magnetic field H® oriented in the z direction,
whereas g°=g¢+g.m*Akp/4mh? is the effective gyromag-
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netic factor, which for the case of RKKY interaction has
been introduced in Ref. 36. In the above formula, g and g,
are the gyromagnetic factors of the localized spin and the
free carrier, respectively. m™* is the carrier effective mass, A
is the contact potential between localized spin and the free
carrier, and ky is the Fermi wave vector. The effective gyro-
magnetic factor of a localized spin g° takes into account a
correction term arising from the free-carrier polarization in
the field.

The Edwards—Loveluck occupation operators®® &=(0,1)
describe the magnetic dilution. Namely, &=0 corresponds to
the magnetic vacancy in the ith lattice site and &=1 de-
scribes the state when the ith lattice site is occupied by the
spin S¥. These operators are subject to configurational aver-
aging (...),, which we assume to be independent of the mag-
netic structure. On the other hand, the spin operators S7, for
a given atomic configuration, are subject to thermal averag-
ing (...) only.

The configurational averaging of single-site occupation
operators can be conveniently described by introducing a
parameter n=(¢;),, where n is the concentration of the mag-
netic component. The parameter n can be regarded as a ratio
of the number of magnetic atoms to the total number of
lattice sites. For simplicity, we will further assume that n is
equal for both sublattices (a=a,b). In turn, the configura-
tional averaging of (&£)) pairs leads to the following expres-
sion:

<§i§j>r =n"+ Ay, (2)

where &=(§),+ ¢, and A =(5¢,6¢)), is a fluctuation of the
occupation numbers, which is characteristic for the kth coor-
dination zone. As has been shown in the Appendix, the fluc-
tuations must obey the sum rule

2 %A =0, 3)
k

where z; is the total number of lattice sites on the kth coor-
dination zone where the fluctuation A, takes place. These
fluctuations are connected with the Warren—-Cowley (WC)
short-range-order (SRO) parameter® «; by the following re-
lationship:

= <§i§[>r - <§i>r<§[>r - & (4)
‘ <§z>r<§j>r l’l2 .

In the approximation in which A;=0, the distribution of
magnetic ions over the lattice is fully stochastic. A detailed
analysis of the physical range of WC parameter resulting
from the pair probability distribution p(¢;;) is presented in
the Appendix.

As far as the thermal averaging of the spin operators is
concerned, we will adopt the simplest molecular field ap-
proximation (MFA), with the decoupling relation (S?ng)
~m®mP, where a (or B)=a,b and m*=(S%) denotes
a-sublattice magnetization. The MFA is justified by the pres-
ence of long-range interaction (for the infinite interaction
range, it becomes an exact method) and by the sublattice
model of antiferromagnetism according to the idea of Néel.
As far as we know,>>* in the fcc structure, apart from the
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ferromagnetic (F) and paramagnetic (P) phases, nothing im-
pedes the notion that different antiferromagnetic orderings
exist. The most known seem to be the antiferromagnetic first
kind (AF1), antiferromagnetic first kind improved (AFII),
and antiferromagnetic second kind (AF2) orderings. We put
emphasis on the fact that we are only interested in thermo-
dynamically stable phases here, excluding the possible exis-
tence of metastable states of the spin-glass kind.

Within MFA, the magnetic enthalpy can be found by the
configurational and thermal averaging of the Hamiltonian
(1). The result is

H=(H)),

N
=- ZE JkZ]T(T(nz +A[(m)* + (m")*]
k
N N
- 52 J;(Z]T(l(n2 + A)mm® - En(m“ +mPh.  (5)
k

By N we denote the total number of lattice sites, whereas the
summation upon k is performed over all coordination zones
centered at the arbitrary lattice site. In Eq. (5), z,[T (z,[l) are
the number of lattice sites on the kth coordination zone,
whose spins (if occupied) are oriented parallel (antiparallel)
to the central spin. Thus, z,TcT is the coordination number at
the kth zone formed from lattice sites belonging to the same
magnetic sublattice as the central spin, while z,zl is the coor-
dination number formed from lattice sites belonging to dif-
ferent sublattices. Those numbers satisfy the condition z,'
+z,1l=zk and their distribution upon k depends on the type of
magnetic ordering (F, AF1, AF1I, or AF2). The numbers can
be easily found by a computer program analyzing the struc-
ture.

The exchange integral J in Eq. (5) for a given coordina-
tion zone k is basically the RKKY long-range interaction,
with the exception of the first coordination zone, where we
additionally include the antiferromagnetic (AF) superex-
change interaction JAF < 0. This kind of interaction has been
introduced in several papers'®'%!6 concerning DMSs. Thus,
we assume that J,=JAF+ /XY for k=1 and J,=J3**Y for
k=2,3,..., where the RKKY interaction is given by the
expression*’

2 Sin(2kpry) = 2kpry cos(2kpry)
(2kpr k)4 ¢

T = C(kpa) N (6)
In Eq. (6), a is the lattice constant and r;, stands for the radius
of the kth coordination zone. The Fermi wave vector ky for
the fcc structure takes the form ky=(127°n)"3/a, where we
assume that each occupied lattice site yields one charge car-
rier to the conduction or valence band. Thus, we assume that
the free carrier concentration is n, i.e., the same as the con-
centration of magnetic atoms in the fcc lattice. The energy
constant C=A’m*/2mh%a* in Eq. (6) can be treated as the
unit energy, for the exchange integral and for the k3T scale as
well. As far as the exponential factor in Eq. (6), containing
the damping parameter \, is concerned, such a term has been
introduced by Mattis® in order to account for the charge car-
rier localization in disordered systems. It follows from the
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literature”*! that such a localization takes place in some
DMSs, such as Ga;_,Mn, As. The above description of J; for
k=1,2,..., defines the so-called modified RKKY interaction,
the model which has successfully been used in several papers
concerning DMS systems.!!-14.16

The magnetic enthalpy (5) allows the study of the ground-
state phase diagrams (for T—0) when a perfect spin align-
ment is assumed (for instance, m?=S and m’=-S for the
antiferromagnetic phase). By comparing the enthalpy values
for different magnetic phases (F, P, AF1, AF11, and AF2), the
stability areas for each phase can be established from the
minimum condition. The magnetic phase diagram can be ob-
tained vs concentration n, fluctuation distribution A,, and
external field i for the given parameters JAT and \ charac-
terizing the modified RKKY interaction. For instance, for the
antiferromagnetic phases in the ground state, the enthalpy
per lattice site is given by the following expression:

H 1
—=— 0?22 (1 + a) (7} = 2y, (7)
N 2 .

where «; is the WC parameter for the kth coordination zone
and z,' (z}') depend on the type of the antiferromagnetic
phase. On the other hand, for the ferromagnetic phase in the
ground state (when m*=m”=S), the corresponding formula
for the enthalpy reads

H 1

— == =282 (1 + a7y — g upHnS. (8)
N 2 P

The sign of the Zeeman-like term in Eq. (8) selects the en-
ergetically favorable orientation of spins toward the external
field H*>0. Obviously, due to the antiferromagnetic symme-
try, this term vanishes in Eq. (7). In turn, for the paramag-
netic phase (with m®=0), we assume H/N=0.

The long-range interaction requires the numerical summa-
tion over all coordination zones k=1,2, ... k.., where k.,
corresponds to some cutoff radius r,, for which the energy
per lattice site is satisfactorily convergent. The numerical
convergency of the exchange energy within a sufficiently
large radius 7, for which the indirect interactions practi-
cally vanish makes the calculations in the ground state nearly
exact. The numerical calculations of the ground-state phase
diagrams with the structural ordering taken into account will
be presented in the next section.

As far as the temperature studies are concerned, one has
to consider not only the temperature dependencies of the
sublattice magnetizations m“ (a@=a,b) but also the magnetic
entropy. In the MFA method, a unified approach can be sug-
gested, based on the single-site density matrix

ex @ &
i< SRLBAT+ ST o
Z
where B=1/kzT, and A“ is a variational parameter of the
molecular field acting on the a sublattice. The single-site
partition function Z{ for the « sublattice is defined by the
following formula:
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N

Z=Triexp[ BA“+h)STT = >, exp[BAY+ h)I].
1=-S

(10)

Then, the total partition function Z in the MFA is given by
the product Z=(Z{Z?)¥"?, where Nn/2 is the number of lat-
tice sites occupied within one sublattice. With the use of the
single-site density matrix (9), the various thermal mean val-
ues can be calculated. For instance, the magnetization of the
occupied site on the « sublattice is

1
m*=Tr[S'p"] = ?Tri{S? explBA“+h)S T, (11)
1

which leads to the general formula
m*=SB(SB(A“+h)), (12)

where a=a,b and SB(x) is the Brillouin function for an ar-
bitrary spin § as follows:

285 +1 285+ 1 1 X
SB(Sx) = coth x| —==coth{ = |. (13)
2 2 2 2

Due to the factorization in MFA, the total entropy o can
be presented as a sum of single-site entropies for both sub-
lattices as follows:

o=y > of. (14)

a=a,b

The single-site entropy of for the occupied site on the «
sublattice is given by the thermal mean value

o' =—kg(ln pf) = — kg Tr,(p{ In p). (15)

Making use of Eq. (9), the single-site entropy of can be
presented in the following form:

1
o= = Z(A+ W)m" + iy In Z{. (16)

Hence, the total entropy (14) can be presented as follows:

N 1
o= En}[— (A*+ h)m® = (A® + hym®

+kpTIn Z¢ + kpTIn Z]. (17)

Having calculated the entropy (17) and the enthalpy (5),
the Gibbs free energy can be found in MFA from the follow-
ing thermodynamic formula:

G=H-oT. (18)
However, with a view to constructing the phase diagrams, we

are interested in the Gibbs energy per lattice site, i.e., in the
chemical potential w, which is then given by
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_G

K=N
1
=—Z#21@ﬂ1+%MMW+o#ﬁ
k
n
- —nzz Jzi 1+ a)mm® + E(A”m” + APmb)

- ngT(ln Z'+n2"). (19)

The molecular field (variational) parameters A* appearing in
Egs. (19), (12), and (10) can be determined from the neces-
sary extremum conditions:

I
AN

=0 (20)

(for @=a,b), which lead to the following expressions:

A= 2 0 (1+ ap) (2 m® + 2 mP) (21)
k

and

= > J(1+ ap) () m? + 2} 'm?). (22)
k

Now, with the help of Egs. (21) and (22), the chemical po-
tential (19) for the thermodynamical equilibrium is obtained
in the final form as follows:

= 1S (04 [0 + )
k

1
+ EnZE Tz (1 + apmm® - —kBT(ln Z¢+1nZ%)
k

(23)

together with Z{' given by Eq. (10) and m® as a solution of
Eq. (12).

From this point on, the expression (23) for the chemical
potential allows the self-consistent studies of all the thermo-
dynamic properties in MFA. Let us note first that the neces-
sary equilibrium conditions for the chemical potential (20)
are also satisfied with respect to the sublattice magnetization:
du! dIm*=0 (a=a,b). Moreover, the mean magnetization per
lattice site m can be derived as an alternative to Egs. (11) and
(12) merely by differentiating the chemical potential over the
external field as follows:

o) _1L
m= ((%)T 2n(m +mb). (24)

Analogously, by differentiating the chemical potential over
the temperature the mean entropy per lattice site can be cal-
culated, yielding the same form as Egs. (14) and (17), as
follows:
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c—’=<‘9—"> L e o), (25)
N \dr/), 2
Consequently, other thermodynamic properties such as the
magnetic susceptibility or magnetic contribution to the spe-
cific heat can be calculated as the second-order derivatives of
the chemical potential (23).

The critical temperature of the second-order (continuous)
phase transitions can be obtained from the linearization of
Eq. (12) for =0 and m®*—0. Making use of the linear

(x—0)
expansion for the Brillouin function SB(Sx) — S(S+1)x/3,
we obtain from Eq. (12) the following:

S+ l)ﬁc e 26)

(a=a,b), where B.=1/kgT, and T, is the critical tempera-
ture. Now, by substituting A* from Egs. (21) and (22) into
Eq. (26), we obtain a set of two linear, homogeneous equa-
tions for m*—0 in the vicinity of T,. Next, by setting the
determinant equal to zero, the phase transition temperature
T. is derived in the following form:

S(S+ 1)

kgT, = ”2 T+ ap(z = z0Y). (27)

Equation (27) is a generalization of the MFA result for the
long-range RKKY interaction with the structural clustering
taken into account. The solution with “+” corresponds to the
Curie temperature and is applicable to a ferromagnetic phase
transition, whereas the solution with “—"" corresponds to the
Néel temperature for the antiferromagnetic (AF1, AF11, and
AF2) phase boundaries. The temperature phase diagrams
based on Eq. (27) will be calculated in the next section.

III. NUMERICAL RESULTS AND DISCUSSION

The extensive numerical studies have been carried out for
the model fcc structure, with dilution and the modified
RKKY interaction taken into account. We recall the assump-
tion that each magnetic impurity atom delivers one free car-
rier mediating the interaction.

A. Ground-state phase diagrams for =0

The ground-state phase diagrams have been calculated on
the basis of the exact expressions [Egs. (7) and (8)] for the
external field 2#=0, where the summation over k has been
carried out for the long-range interaction extending up to
Fmax=150a. For such an interaction range (which corre-
sponds to 41 253 coordination spheres in the fcc structure),
we assure the perfect numerical convergence of the enthalpy
per lattice site with special regard to the low concentration
range. Thus, the numerical results are nearly exact.

According to the theoretical considerations, when the di-
lution is not random, it cannot be described by only a single
variable n, but should be characterized by the set of Warren—
Cowley SRO parameters. These parameters, «;, which are
incorporated into the analytical formulas in the previous sec-
tion, fulfill the sum rule [Eq. (3)] and are treated as indepen-
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FIG. 1. Ground-state magnetic phase diagrams in the (n, ;) plane for different values of parameters modifying the RKKY interaction:
(a) N — o2, JAF=0; (b) N — o0, JAF/C=-0.5; (c) N/a=1.0, JAF=0; and (d) N/a=1.0, JAF/C=-0.5. By U we denote an unphysical area for the

| parameter.

dent of the magnetic structure. However, for the simplicity of
numerical calculations, we will further assume that only «;
and «, parameters are different from zero, while a;,=0 for
k>?2. Such assumption reflects the empirical fact that the
structural correlations for two first coordination zones are the
most important factors. In this way, only «; becomes an
independent SRO parameter of the theory [with some con-
straints imposed, as discussed in the Appendix; see Eq.
(A16) and Fig. 9], whereas a, is determined from the sum
rule a,=—(z,/25) ;.

The stability regions for the phases (F, P, AF1, AF1I, and
AF2), where the enthalpy of each phase is minimal, have
been found in the (n,«;) plane, and the results are presented
in Fig. 1. Figures 1(a)-1(d) correspond to the different pa-
rameters of the modified RKKY interaction, as indicated in
the figure caption. In the figure, the unphysical (U) area of
the Warren—Cowley parameter «; vs charge carrier concen-
tration n is depicted and delimitated by the dashed lines. The
origin of that area is discussed in the Appendix. The horizon-
tal dashed line for a;=0 corresponds to the absence of SRO.
The occurrence of phases and their sequence for a;=0 upon
n is in agreement with those studied in Refs. 35 and 37,
where the SRO was not taken into account.

Figure 1(a) is prepared for A — <0 and JAF=0, i.e., for the
“pure” RKKY interaction. The F phase is present for the low
concentration n only, but for all values of «;. The positive «;

values (with structural clustering) enlarges the stability of the
F phase. On the other hand, for a; <0, the antiferromagnetic
phases become more favorable and even the P phase can
occur in some small restricted area. There are three stability
regions for the AF1 phase in Fig. 1(a). The rest of the phases
occur in the single regions only. In Fig. 1(b), the antiferro-
magnetic NN interaction, with the value JAF/C=-0.5, is in-
cluded. As a result, the F-phase area is strongly reduced,
whereas the antiferromagnetic phases are extended. There
are four stability regions for the AF1 phase and two for each
AFI1I and AF2. The new areas (AF1, AF1I, and AF2) appear
for the lowest values of n. Moreover, the P phase becomes
stable over all values of «; in some narrow range of concen-
trations 7. In Fig. 1(c), we assume JAF=0 and A/a=1, which
represent a relatively strong charge carrier localization. The
topology of this diagram is somewhat similar to Fig. 1(a),
with some differences in the shapes of the particular lines.
Two areas of antiferromagnetic AF1 phases (one for strong
negative and the other for strong positive «; parameters) are
smaller than the corresponding areas in Fig. 1(a), i.e., with-
out the RKKY damping. In Fig. 1(d), both nonzero values of
JAF/C=-0.5 and N/a=1 were assumed. As a result, the F
and P phases have been reduced to the smallest areas. It is
seen that for the positive structural clustering, with «; >0,
only the antiferromagnetic phases are favored in Fig. 1(d).
There are two AF1 and also two AF1I areas which are stable
for these phases in Fig. 1(d). The AF1 region has remarkably
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increased, whereas the AF2 phase has been limited, mainly
to the negative SRO parameters.

From the analysis of Figs. 1(a)-1(d), some general con-
clusions can be drawn. The SRO parameter exerts a strong
influence on the phase diagram, but not for all values of n on
equal footing. The greatest changes are observed for small n
values, i.e., for strong dilution. Both JAF and \ parameters,
which modify the RKKY interaction, also have an important
meaning, which is manifested in Fig. 1 by remarkable diver-
gences between various parts [(a)-(d)] of the figure. All the
phase boundaries presented in Fig. 1 constitute the discon-
tinuous (first order) phase transitions.

B. Ground-state phase diagrams in the external field

Next we studied the influence of the external field on the
phase boundaries. We present here a specific case of spatially
uncorrelated impurities, where Egs. (7) and (8) have been
employed for a;,=0. Here, it was sufficient to perform the
summation up to ry.=100a (i.e., 18 335 coordination
spheres in the fcc structure). For the Zeeman term, some
values of the material constants had to be accepted to enable
numerical calculations. As an example, we assumed the ex-
perimental values characteristic for Ga,_,Mn,As.®*>43 They
are a=5.65 10\, A=-55 meV nm?, m*=0.5m,, and S=5/2.
For such values, the energetic constant in Eq. (6) amounts to
C=3.1 meV, while the magnetic field constant C/puguwp
=540 kOe. The numerical results presenting the stability ar-
eas for various phases in the ground state are presented in
Figs. 2-4.

The first diagram [Fig. 2(a)] corresponds to the pure
RKKY interaction, i.e., without any damping (A=) and
without the NN superexchange coupling (JAF=0). The influ-

ence of the external field (in dimensionless units and loga-
rithmic scale) on the stability of various phases, which occur
for different magnetic impurity concentrations, is shown. For
H*=0, we obtain the phase sequence and the position of the
phase boundaries exactly the same as discussed in the
paper. It can be seen from Fig. 2 that in the sufficiently
strong field, the F phase becomes dominant. For H*=0, this F
phase originates from the low n concentration region.

In Fig. 2(b), the NN superexchange antiferromagnetic in-
teraction is taken into account with some moderate value
(JAF/C=-0.5). The RKKY damping is again neglected (\
=o0), Comparing Figs. 2(b) and 2(a), we notice an important
influence of the JAF parameter on the diagram. First of all,
the F phase in the small field is confined between the AF1
and P phases. The existence of a P phase in the ground state
is noteworthy, indicating that a spin-glass state might be pos-
sible for low temperatures. The AF1 phase in Fig. 2(b) oc-
cupies three new areas, instead of one area, as in Fig. 2(a).

In Fig. 2(c), a relatively strong damping of the RKKY
interaction is incorporated with the value N/a=1. Comparing
Figs. 2(a) and 2(c), we observe that, as a result of damping,
the F phase slightly enlarges its area at the expense of the
antiferromagnetic phases. The phase boundaries between the
antiferromagnetic phases are represented by the straight ver-
tical lines, which reflects their independence of the field [see
Eq. (8)].

By including a strong damping (A/a=1) together with
JAF/C=-0.5 in Fig. 2(d), the phase diagram changes drasti-
cally in comparison with Fig. 2(b). The P phase disappears
and an AF1 phase spreads up; as a result, the F phase for
H*=0 is completely eliminated. Also, the area of the AF2
phase becomes much smaller. However, for a sufficiently
strong field, the F phase is recovered, as in the previous
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FIG. 3. The phase diagram vs NN antiferromagnetic interaction
energy and impurity concentration, for A/a=1.0 and (a) H*=0 and
(b) ugH*/C=0.3.

figures. By comparing Fig. 2(a)-2(d), one can also conclude
that the damping exerts a much greater effect on the diagram
for JAF/C=-0.5 than for JAF=0. On the other hand, Figs.
2(c) and 2(d) (with the same damping parameter \/a=1)
show that, in this case, the influence of JAF becomes quite
remarkable. It is worth noticing that all these relevant
changes presented in Figs. 2(a)-2(d) concern mainly the low
n concentration region (which is the range of practical inter-
est in DMS).

The effect of switching the external field on and off is
demonstrated in Figs. 3 and 4. In Fig. 3, the phase diagram in
(n,J2F/C) coordinates is presented, whereas N\/a=1 for (a)
H*=0 and for (b) ugH*/ C=0.3. In particular, in Fig. 3(a), the
influence of the negative superexchange NN interaction, JAF,
on the phase diagram is shown. For a sufficiently large value
of this interaction, the phases F, P, and AF2 vanish, and only
two phases (AF1 and AFI1I) remain. By switching a rela-
tively strong field on in Fig. 3(b), we are able to maintain the
F and AF2 phases; however, the P phase is not present. We
see in Fig. 3(b) that the F phase extends over a larger area
than in Fig. 3(a), which results from the interaction of this
phase with the field.

In Fig. 4, the phase diagram in (n,\/a) coordinates is
presented, whereas JAY/C=-0.5 for (a) H*=0 and for (b)
upH*/ C=0.3. In this case, the influence of damping factor A
is demonstrated for various concentrations n of impurity
spins. For H*=0 [in Fig. 4(a)], a variety of phases is shown
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FIG. 4. The phase diagram vs damping length scale and impu-
rity concentration, for JAF/C=-0.5 and (a) H=0 and (b) uzH*/C
=0.3.

and even the P phase is present. Without the external field
and for a relatively strong damping, the three phases (F, P,
and AF2) vanish. For low carrier concentrations, it could be
worth mentioning that the behavior of the ferromagnetic
phase, which can be destroyed by increasing the carrier lo-
calization degree (i.e., decreasing \), resembles some experi-
mental findings in Ga;_,Mn,As, where the onset of the fer-
romagnetic phase is related to the transition from insulating
to metallic state.® When the field is switched on [in Fig.
4(b)], the F phase extends over a small concentration region
for all N\ values and the P phase disappears. However, the
AF2 phase remains, admittedly, in a slightly smaller area
than in Fig. 4(a). Again, the most interesting changes pre-
sented in Figs. 3 and 4 concern the region of small concen-
trations 7.

C. Critical temperature

The transition temperature from a spontaneously ordered
to a disordered state is calculated on the basis of Eq. (27). In
connection with the ground-state phase diagrams, the most
important changes are predicted for small n values; therefore,
we will present the results of critical temperature calculations
in the range of n=<0.25. In Figs. 5(a)-5(d), the reduced criti-
cal temperature T./[nS(S+1)C] vs n is presented for the
same parameters of modified RKKY interaction as in Figs.
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1(a)-1(d), respectively. The reduced temperature provides
the results independent of the spin magnitude S and shows a
nonlinear dependency of 7, on n. On each phase diagram
[Figs. 5(a)-5(d)], the three curves are presented: solid,
dashed, and dashed-dotted lines for a;=0, —1 and 0.5, re-
spectively. Thus, the temperature phase diagrams in Fig. 5
are prepared as the horizontal cross sections for the corre-
sponding ground-state phase diagrams presented in Fig. 1.
The values of «; have been chosen on the basis that they
enable one to compare the calculations for the extremal SRO
parameters («;=—1 and «@;=0.5) with that for the absence of
SRO (a;=0). The critical temperatures for each specific
phase in Fig. 5 are pointed by the arrows with the phase
symbols. The vertical (dotted) lines indicate the discontinu-
ous phase boundaries, from P phase down to the ground
state, and their positions on n are in agreement with Fig. 1.

Some interesting features observable in Fig. 5 should be
emphasized. In particular, in Fig. 5(a), for the unmodified
RKKY interaction, it is seen that the positive clustering in-
creases the Curie temperature and makes the region of the F
phase wider. On the other hand, the negative structural cor-
relations reduce the Curie temperatures and the width of the
ferromagnetic region. For the negative SRO parameters, with
the increase of n, a relatively high Néel temperature for the
AF2 phase can be achieved.

For the antiferromagnetic NN interaction with the value
JAY/C=-0.5 [Fig. 5(b)], the situation seems somewhat more
complicated. The ferromagnetic phase for a;=0 and ¢
=0.5 is weaker than for the corresponding cases in Fig. 5(a);
however, for a;=-1, it has a very similar phase boundary.
The characteristic features are three paramagnetic gaps (one
for each curve) occurring in accordance with Fig. 1(b). Also,
for the small values of n, the new phases AF1 and AFI1I are
perceptible, with their Néel temperatures decreasing with the
increase of magnetic impurity (and charge) concentration n.
In Fig. 5(c), the influence of the charge carrier localization

0.1 0.15 0.2 0.25

(with N/a=1) on the Curie temperature is demonstrated.
When compared with Fig. 5(a), a remarkable reduction of all
critical temperatures is apparent although the influence of
SRO on the ground-state phase boundary shapes is compa-
rable [see Figs. 1(a) and 1(c)] over the presented range of n.
In Fig. 5(d), when both nonzero parameters (JAF/C=-0.5
and \/a=1) are taken into account, the ferromagnetic phase
is present only for a;=—1. For all curves in Fig. 5(d), a
minimum of 7, is present in the region of concentrations for
n=0.07-0.15.

All the phase transitions from ordered state to paramag-
netic state, shown in Fig. 5, are continuous (second order)
ones. However, for the vertical (dotted) lines, the perpen-
dicular phase transitions (for constant temperature) between
different ordered states are of discontinuous character, start-
ing from the P phase down to the ground state. The points of
junction, where two different second-order phase transition
lines merge with another first-order phase transition line, are
usually called the bicritical points. It can be noted that with
the change of concentration n, the phase transition tempera-
tures can either increase or decrease and the changes are
strongly nonlinear. This effect depends not only on the range
of concentration n but on the SRO parameter as well.

D. Magnetic frustration

Magnetic frustration is unavoidable for systems with the
long-range oscillatory interaction. The presence of frustra-
tion leads to the increase of magnetic energy and decrease of
the critical temperature. In order to define quantitatively the
degree of frustration, we introduce an “ideal” ground-state
energy E, in the following form:

N
Ey=-n’S*2, l(rip)| =- nzSZEE AR (28)
(i.j) k

E, is the lowest magnetic energy which would be achieved in
the hypothetical case, when no frustrations were present in
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FIG. 6. MFA critical temperature in the vicinity of a selected
triple point, (n,a;)=(0.077,-0.25) from Fig. 1(b), vs the Warren—
Cowley parameter «; for various charge carrier concentrations 7.

the system. However, the real internal energy in the frus-
trated ground state, E,=(H))-o, is given by the formulas (7)
and (8) for the external field 2#=0. Thus, we can define the
degree of frustration f in the ground state as follows:
M . (29)
Ey

The value of f comes from the range (0; 1), where =0 is for
the ideal unfrustrated system, and f=1 stands for the para-
magnetic phase with E,=0.

In order to demonstrate a correlation of the degree of
frustration with the phase transition temperature, first, in Fig.
6, we present the four reduced 7. curves for different n pa-
rameters, where JAF/C=-0.5 and A— . The choice of n
parameters (n=0.06, 0.077, 0.09, and 0.11) enables the ver-
tical scan of Fig. 1(b) upon «,, in the vicinity of the triple
point which has the coordinates (n,a;)=(0.077,-0.25). In
this triple point in Fig. 1(b), the three phases: F, AF1, and P
do coexist. The temperature studies in Fig. 6 show both Néel
and Curie temperatures, as well as the existence of paramag-
netic (P) phase, where T,.=0. On the other hand, in Fig. 7, the
degree of magnetic frustration f in the ground state is pre-
sented for the same set of parameters (JAF,\,n) and abscissa
axis «; as in Fig. 6. By comparison of Figs. 6 and 7, it is
seen that the increase (decrease) of the critical temperature is
accompanied by the decrease (increase) of the degree of frus-
tration in the ground state, respectively. Both 7. and f are the
linear functions of «;, showing a nonsmooth behavior upon
a at the first-order phase transitions. A relatively high de-
gree of frustration in Fig. 7 is remarkable, with its maximum
in the vicinity of the triple point. It is worth noticing that at
the triple point, the chemical potentials of all coexisting
phases are equal and, because of the presence of the P phase,
/=1L

In order to see how magnetic frustrations are distributed
over the (n,a,) plane, in Fig. 8 the f parameter is presented
in the form of iso-f contour lines. The interaction parameters
in Fig. 8 amount to (a) (JAF=0, N\ —), (b) (JAF/C=-0.5,
A=), (¢) (JAF=0, N/a=1), and (d) (JAF/C=-0.5, N/a=1),
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FIG. 7. Degree of frustration f in the vicinity of a selected triple
point, with the same parameters as in Fig. 6, vs the Warren—Cowley
parameter a for various charge carrier concentrations .

i.e., are the same as in Figs. 1(a)-1(d), respectively. The
unphysical range of the SRO parameter is again denoted by
U. The iso-f contour lines connect the points with the same
value of the frustration parameter f according to the figure
legend. In Figs. 8(a) and 8(b), a relatively high value of f can
be noticed. On the other hand, in Fig. 8(c), a remarkable
reduction of the f parameter can be observed, when com-
pared with Fig. 8(a). It is worthy to remind that respective
phase diagrams [Figs. 1(a) and 1(c)] have a similar topology
and have been prepared with the difference in N parameter
only. Thus, it is hard to escape the obvious conclusion that
the damping of the RKKY interaction reduces the degree of
frustration. In contrast, the presence of NN antiferromagnetic
interaction on the fcc lattice increases the frustrations, which
are then unavoidable even for the neighboring spins. Small
white areas in Figs. 8(a)-8(d) with f=1 correspond to the
paramagnetic phases as also seen in Figs. 1(a)-1(d), respec-
tively. However, the remaining contour lines of f do not re-
flect the shapes of the ground-state phase boundaries. The
distribution of f parameter vs «; shows that the SRO has a
strong influence on the frustration. However, this effect de-
pends simultaneously on the magnetic dilution 7.

The issue of frustration is closely related to the studies of
the ground state of DMS. For instance, it provides an expla-
nation for the experimental finding that even at low tempera-
tures the saturation magnetization is significantly lower than
the value predicted with the knowledge of the Mn content.**
This may reflect the noncollinear spin order in Ga;_ Mn,As
stemming from the frustration in the Heisenberg model.*

Regarding the nonferromagnetic orderings, various situa-
tions have been reported in the literature for DMS. Different
phases of this kind were suggested by Das Sarma et al.,"!
either in the regime of a rather high concentration of carriers
(which causes the RKKY coupling to exhibit its oscillatory
nature even on relatively small distances) or for a large con-
centration of impurities (when the superexchange short-
range interactions dominate) as well as for strong exponen-
tial damping. Some of the orderings may possess the features
of a spin glass. The problem was also investigated by means
of MC simulations for both RKKY and short-range exchange
models by Zhou et al.*® We put emphasis on the fact that the
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diagrams.

antiferromagnetic phases existing in our model can appear
somewhat similar to a state with randomly oriented spins.
Namely, in a site-diluted system with strong dilution, the
Ising spins in the antiferromagnetic phase acquire orienta-
tions which can be regarded as random due to the probabi-
listic nature of the occupation of the lattice sites. In our opin-
ion, such diluted phases would be difficult to distinguish
from the metastable spin-glass phase being the outcome of
MC methods.

E. Other remarks

We strongly emphasize that the actual physical picture of
magnetic phenomena in DMS is much more complicated
than our model. In these materials, the RKKY mechanism
additionally deviates from its usual form due to the effects
intrinsic to semiconductors. Thus, to take one example of
Ga;_,Mn, As, the spin-orbit coupling should be incorporated
into the model of exchange interaction from the very begin-
ning, which leads to the presence of directional anisotropies
in exchange coupling as well as implies a nondiagonal tensor
form of two-spin interaction.*>*78 The dependence of cou-
pling energy on the distance between impurities remains os-
cillatory in sign, which causes spin frustration. The spatial
anisotropy is an additional source of orientational

frustration® for nearest-neighboring spins. This, in turn, pro-
duces an imperfect alignment of localized impurity spins in
the ordered phase, lowering the saturation magnetization.
Different contributions to this mechanism originate from the
multiband structure of DMS near the top of the valence band
(heavy and light holes). The picture is additionally compli-
cated by the change in the hole localization degree with mag-
netic ion content (metal-insulator transition). Another issue is
the effect of an applied magnetic field on the band structure
of the semiconductor and, thus, on the exchange coupling.*’

The choice of equal concentration of charge carriers and
impurity ions is inspired by the fact that such a regime may
be reached, for example, in DMS samples, like the above
mentioned Ga,_,Mn,As, as a result of annealing.’® However,
in the general case of real DMS samples, the importance of
the interstitial impurities should be noticed. These interstitial
ions exhibit different magnetic properties and yield the free-
carrier concentrations not equal to the site impurity concen-
tration.

It could be useful to make some comparison of our ap-
proach to the correlated disorder and the method used by
Meilikhov.2° In contrast to that study, we do not restrict our-
selves to the limit of very low impurity concentration. Thus,
we take into consideration the specific lattice by summing
the appropriate quantities over discrete fcc lattice sites in-
stead of treating the sample as a continuous medium and
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performing integration, which would leave only the depen-
dence on the dimensionality. As a consequence, we do not
characterize the impurity correlations by an arbitrary func-
tion of the continuous distance (which only vanishes inside
the restricted volume between the given site and the nearest
neighbors), but we introduce the Warren—-Cowley parameters
instead. It is worth noticing that the experimentally observed
correlations in alloys often change sign while moving be-
tween the subsequent coordination zones, which is incorpo-
rated in our assumption that the WC parameters are nonzero
only for nearest neighbors and next-nearest neighbors of a
given site. On the contrary, the correlation function adopted
by Meilikhov is rather long ranged and monotonous. We also
analyze a more general case, allowing both attractive and
repulsive interactions between the ions. In our study, the
physically allowed range of the a parameters plays an im-
portant role and depends essentially on the lattice geometry.

In our approach, we assume an averaged molecular field
acting on each spin in the system, not introducing the distri-
bution of fields, which is a good approximation when the
interaction is long ranged (even if exponentially damped). As
one of our main goals is to construct the ground-state phase
diagram for our model, we believe that when 7— 0, even the
relatively weak components of the molecular field coming
from rather distant magnetic moments may contribute to the
creation of an ordered ground state. Here, it may be useful to
recall the experimental findings of Fedorych et al.,’! who
stated that the field acting on a Mn spin in Ga;_ Mn,As is
well averaged and its range is longer than the mean distance
between the magnetic impurities, so that a single spin inter-
acts with a significant number of other spins due to an indi-
rect mechanism. As a consequence, an efficient disorder av-
eraging takes place in the metalliclike regime of the
delocalized charge carriers. The molecular field we use [Egs.
(21) and (22)] includes an averaged effect of the clustering
by virtue of its dependence on WC parameters.

IV. CONCLUSION

The magnetic phase diagrams for the diluted fcc lattice
with modified RKKY interaction have been studied, with
SRO parameter and external magnetic field taken into ac-
count. The formalism necessary for structural averaging in
the pair approximation has been presented in the Appendix.
As a result, the physical range of the Warren—Cowley param-
eter has been established. In the theoretical part, the general
statistical-thermodynamical method has been presented. On
the basis of the above formalism, the phase diagrams and
other magnetic properties can be studied in the external field
H~.

A rich ground-state phase diagram was found for the pre-
sented model. Both the external field H* and other Hamil-
tonian parameters (JAF and \) have a significant effect on the
diagram, especially in a small concentration region. In par-
ticular, the external field favors the F phase at the expense of
other orderings. Among others, the P phase is found in the
ground state, albeit in a very confined region. The numerical
calculations show also that the SRO parameter «; has a re-
markable influence on the phase diagrams, both in the
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ground state and for the temperature dependency, especially
for low n. Both positive and negative structural ordering pa-
rameters have been considered. All the phase boundaries pre-
sented in the ground state correspond to the discontinuous
phase transitions. The temperature phase diagrams contain
the vertical phase boundaries, which also represent first-order
phase transitions for 7=0. The diluted system with RKKY
interaction is mostly a very frustrated one, and the frustration
parameter f depends both on the SRO and the parameters of
modified interaction. The inverse correlation between the de-
gree of frustration and the critical temperature has been es-
tablished. The presented method incorporates the Warren—
Cowley parameter into the magnetic model, which can be
easily extended to other systems, where the structural clus-
tering can play a role in magnetic phenomena. A comparison
of the results with those for the virtual crystal approximation
can be easily made by assuming «;=0.

Although our aim was to study a simple and transparent
model of diluted magnets inspired by DMS systems, we note
that some qualitative features commonly known from the
experiment seem to be present in the results. These involve
the existence of a maximum of the Curie temperature for an
impurity concentration below ~0.1, the presence of a ferro-
magnetically ordered state in a limited range of low impurity
concentrations as well as a rather high frustration level.

The studies presented here, owing to their simplicity and
exact results for the ground-state, can be regarded as a point
for comparison when more advanced models are considered.
In particular, a non-Ising Hamiltonian resulting from the
spin-orbit coupling for the holes***’*3 and describing a more
realistic case for some DMS systems can be taken into ac-
count. Nevertheless, for more complicated models, the ap-
proximate approach seems unavoidable, even for the ground
state.
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APPENDIX: ATOMIC SHORT-RANGE ORDER IN
DILUTED SYSTEMS

We consider a system of localized spins on the crystalline
lattice. In such a system, the spin dilution can be conve-
niently described by means of site occupation operators §&;
(Ref. 38) for each site, possessing the eigenvalues O (the
corresponding ith site is empty) and 1 (the ith site is occu-
pied by the magnetic impurity ion). The probability distribu-
tion of the eigenvalues of the single-site occupation operator
is as follows (see, for example, Ref. 52):

p(&) =nd&-1)+(1-n)d(&), (A1)

where 8(¢,—1) and (&) are the Kronecker deltas. It can be
verified that ;- p(§)=1, thus the distribution is normal-
ized.

The configurational average of the operator & equals
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(&)= 2 Ep&)=n, (A2)

£=0,1

so that it is the occupation probability for a single site (i.e.,
average number of magnetic impurities per site). The aver-
age (&), is independent of the ith site location, which comes
from the fact that the distribution (A1) is valid for the whole
sample.

Let us consider a general probability distribution of the
occupation of a pair of sites i and j:

p(&.&) =pPo(&)8(&) +pi 8(£)8(&— 1) + pl8(& - 1) &(€)
+pii 8&- 18- 1). (A3)

The number pl-j is the probability of the event AB (A,B
=0, 1) for the pair of lattice sites i and j.
The normalization requires

pgo +p?j] +p,!j0 +pl-lj] =1. (A4)

The simplest approach to the description of the diluted sys-
tem, so-called virtual crystal approximation (VCA), relies on
the assumption that the impurity ions are distributed ran-
domly in the lattice sites, thus they are uncorrelated. Then
the occupations of the specified sites are statistically inde-
pendent events and the probability distribution (A3) takes a
product form p(£;.£)=p(£)p(£). so py=(1-n)% pil=p}
=n(1-n), and p; g =12, In such a situation, the only parameter
describing the distribution of magnetic impurities is 7.

However, VCA does not include the possible SRO in the
diluted system, which takes place when the occupations of
specific sites are not independent events, implying then that
p(&.&) #p(&p(§). In  particular, when  p(§,§)
>p(&)p(§;), we deal with clustering. The existence of SRO
stems from the interactions between the impurity ions (espe-
cially the Coulombic ones).

The general form of the two-site probability distribution
(A3) must be reducible to one-site distributions as follows:

2 pl&ng)=p(g), (AS5a)
£=0,1
2 plég)=p(&). (ASb)
£=0.1
The above conditions, together with Eq. (A1), yield
pij +py =n,
p?il +pi1j1 =1-n (A6a)
P +pij =n,
pil;) +pi1j1 =1-n (A6D)
Using Eq. (A4), we obtain
pgo =1-2n+ p}jl, pg-l = pil;) =n- p}jl . (A7)

Thus, the general two-site probability distribution can be pa-
rametrized independently by n and piljl.
The average of the pair occupation operator reads
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(&&),= 2 E€p&.&)=p), (A8)

£.6=0.1

thus it equals the probability of occupation of both sites i and
j simultaneously. For VCA, the average factorizes, (§£)),
=(&) (&), due to the product form of p(¢;,¢)).

Let us write the site occupation operator as follows:

§1 = <§i>r + 5§i7 (A9)

where (8¢;),=0 to fulfill Eq. (A2). Thus, in a general case we
obtain

<§i§j>r =n’+ <5§i5§j>r- (A10)

Let us denote (54;6¢;),=A. The above expression describes
isotropic correlations; i.e., the value (§;£;), depends solely on
the distance r;, between sites i and j (the jth site lies on the
kth coordination zone of the ith site). In particular, we have
A;=0 in the absence of SRO for VCA. In the above notation,
the probabilities are the following:

p?jo=1—2n+n2+Ak, pl] —plj—n n*— A,

pij =n*+ A (A11)

One can also write the conditional probabilities as follows:

o1 _ n—n*-A, oo_ n—n*-A,
pij = l—n pij =1- l-n °
2 2
n“+A n“+A
a—t pl=1-—, (A12)
n n

where pf}lB is the conditional probability of an event B
=0,1 for the site j under the condition that an event A
=0, 1 occurred for the site i. It can be verified that the above
probabilities obey the Bayes theorem as well as the complete
probability theorem.

The possible physwal range of Ak follows from the inter-
pretatlon of p;; 9, p?j, P, and P, as probabilities, obeying
0= p B<1. Usmg Eq. (Al1), we arrive at the following set
of 1nequaht1es

—n?+2n—-1<A,<-n’+2n,

—nten-1<A <-n’+n,

—nP<A<-n’+1, (A13)

which must hold for every k.

There exists another condition to impose on the param-
eters A;. Let us consider the operator of the total number of
occupied pairs, ézi‘j#g,.g,‘, with the following average:

_E (&&= NZ 2 + Ap).

(A14)
211#1

In the equation above, z; denotes the number of lattice sites
on the kth coordination zone. If we deal with a constant
number of impurity ions in the lattice, then the total number
of occupied pairs is also constant and does not depend on the

115204-13



KAROL SZALOWSKI AND TADEUSZ BALCERZAK

SRO existence. As mentioned above, A,=0 in the absence
of SRO. Therefore, by comparison of Eq. (A14) taken for the
absence of SRO and for an arbitrary choice of impurity cor-
relations, we obtain a constraint

> 2A=0. (A15)
k

Let us restrict ourselves to the situation when SRO is limited
to nearest and next-nearest neighbors of each site, i.e., when
A, #0 and A, #0, while A;=0 for k>2. Note that the con-
straint (A15) excludes the possibility that only a single value
of A,, for instance, for NN, is nonzero. Therefore, the situa-
tion we selected involves a minimal number of A, param-
eters. Since the constraint gives A,=—(z;/z,)A,, the distribu-
tion of impurities is then described by two independent
numbers n and A;.

Writing the inequalities (A13) for A, and for A, expressed
by A,, we arrive at the allowed range of the parameter A,
which has to fulfill the following 12 inequalities:

—n*+2n—-1<A, <-n’+2n,
—n2+n—1$Al$—n2+n,
—nP<A<-n’+1,

Z Z
= n*-2n) <A < —2(n2—2n+ 1),
21 21

Z Z
2i-n) <A <=Z2n2-n+1),
2] 21

z z
2o <A, < 2nk
21 <1

(A16)

The existence of SRO in diluted systems can also be con-
veniently described by means of the WC parameters a,-j,39
defined as follows:
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1.5 — N - -

04

FIG. 9. The allowed range of Warren—Cowley parameter for the
first coordination zone of the fcc lattice. The dashed lines (12 in
total) are the limits obtained from the inequalities (A16). The thick
solid line encloses the allowed range of «; for various n. The dotted
line for @;=0 corresponds to vanishing SRO.

Q= <§i§z’>r - <§i>r<§:z‘>r
Y <§1>r<§]>r
These parameters can be equivalently given in the form «;;
=—(1 —pgj‘l/n), where pilj1 =pi1jl/n is a conditional probability
of occupying the jth site if the ith site is occupied.
In our notation, the WC parameter for the kth coordina-
tion zone is given by

(A17)

(A18)

and the configurational average of pair occupation operator
reads

oy = Ak/f’l2

<§i§,‘>r= n*(1+ @). (A19)

The allowed range of WC parameter «; values for A, fulfill-
ing the inequalities (A16) for a fcc lattice is presented in Fig.
9, where it is bounded by thick solid lines. In this range, the
physically possible correlations are given by Eq. (A19). For
other lattices characterized by specific sets of z; numbers, the
range of WC parameter requires separate calculations based
on the inequalities (A16).
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